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#### Abstract

In this paper we study the dynamics of a constrained generalized rigid body (the Suslov problem) on its full phase space. We use reconstruction theory to analyze the qualitative dynamics of the system and discuss differences with the free rigid body motion. Use is made of the so-called quasi-periodic Floquet theory. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

In this paper we analyze the dynamics, and in particular the reconstruction of the so-called Suslov problem - a generalized rigid body with some of its body angular velocity components set equal to zero. The unconstrained generalized rigid body problem can be shown to be noncommutatively integrable and hence the system evolves on a torus of dimension lower than half that of the phase space. While the reduced (Euler-Poincaré-Suslov) dynamics of the Suslov problem is integrable (in a nonholonomic sense) there is no analogue of noncommutative integrability in the nonholonomic setting. The question then arises of what is the dynamics in the full space and in particular what is the reconstruction of the torus dynamics of the reduced equations.

We recall briefly the notions of reduction of mechanical systems. For a mechanical system with symmetry, the process of reduction neglects the directions along the group variables and thus provides a system with fewer degrees of freedom. In many important examples, the reduced system is integrable. Switching back to the original system

[^0]is called reconstruction. If the symmetry group is abelian, then the reconstruction may be performed explicitly. The process of reconstruction in general, when the symmetry group is nonabelian, involves integration of a linear nonautonomous differential equation on a Lie group (see [12] for details). Even if we cannot explicitly perform the reconstruction, we still may obtain important characteristics of the motion, such as frequencies, for instance.

The relative equilibria and relative periodic orbits of flows with symmetry have been discussed by Ashwin and Melbourne [1]. They show that the closure of a reconstructed relative equilibrium (relative periodic orbit), if compact, is an invariant quasi-periodic torus. A natural generalization of a relative periodic orbit is a relative quasi-periodic orbit and below we generalize their approach to this setting. We consider a system with an integrable quasi-periodic reduced flow. We study the reconstruction equation and show that in certain situations its solutions are quasi-periodic or may be approximated by quasi-periodic curves in the phase space. We then apply the theory to the integrable nonholonomic Suslov problem.

We intend in a future work to use the results obtained in this paper to study more general problems of integrable nonholonomic systems.

## 2. Equations of motion of nonholonomic systems with symmetries

In this section, we briefly discuss the dynamics of nonholonomic systems with symmetries. We refer the reader to [3,15] for a more complete exposition.

### 2.1. The Lagrange-d'Alembert principle

We now describe the equations of motion for a nonholonomic system. We confine our attention to nonholonomic constraints that are homogeneous in the velocity. Accordingly, we consider a configuration space $Q$ and a distribution $\mathcal{D}$ that describes these constraints. Recall that a distribution $\mathcal{D}$ is a collection of linear subspaces of the tangent spaces of $Q$; we denote these spaces by $\mathcal{D}_{q} \subset T_{q} Q$, one for each $q \in Q$. A curve $q(t) \in Q$ will be said to satisfy the constraints if $\dot{q}(t) \in \mathcal{D}_{q(t)}$ for all $t$. This distribution will, in general, be nonintegrable, i.e. the constraints are, in general, nonholonomic.

Consider a Lagrangian $L: T Q \rightarrow \mathbb{R}$. In coordinates $q^{i}, i=1, \ldots, n$, on $Q$ with induced coordinates $\left(q^{i}, \dot{q}^{i}\right)$ for the tangent bundle, we write $L\left(q^{i}, \dot{q}^{i}\right)$. The equations of motion are given by the following Lagrange-d'Alembert principle.

Definition 2.1. The Lagrange-d'Alembert equations of motion for the system are those determined by

$$
\delta \int_{a}^{b} L\left(q^{i}, \dot{q}^{i}\right) \mathrm{d} t=0,
$$

where we choose variations $\delta q(t)$ of the curve $q(t)$ that satisfy $\delta q(a)=\delta q(b)=0$ and $\delta q(t) \in \mathcal{D}_{q(t)}$ for each $t$ where $a \leq t \leq b$.

This principle is supplemented by the condition that the curve itself satisfies the constraints. Note that we take the variation before imposing the constraints, i.e. we do not impose the constraints on the family of curves defining the variation. This is well known to be important to obtain the correct mechanical equations (see [3] for a discussion and references).

The usual arguments in the calculus of variations show that the Lagrange-d'Alembert principle is equivalent to the equations

$$
\begin{equation*}
-\delta L=\left(\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial L}{\partial \dot{q}^{i}}-\frac{\partial L}{\partial q^{i}}\right) \delta q^{i}=0 \tag{2.1}
\end{equation*}
$$

for all variations $\delta q$ such that $\delta q \in \mathcal{D}_{q}$ at each point of the underlying curve $q(t)$. One can of course equivalently write these equations in terms of Lagrange multipliers.

Let $\left\{\omega^{a}, a=1, \ldots, p\right\}$ be a set of $p$ independent one forms whose vanishing describes the constraints. Choose a local coordinate chart $q=(r, s) \in \mathbb{R}^{n-p} \times \mathbb{R}^{p}$, which we write as $q^{i}=\left(r^{\alpha}, s^{a}\right)$, where $1 \leq \alpha \leq n-p$ and $1 \leq a \leq p$ such that

$$
\omega^{a}(q)=\mathrm{d} s^{a}+A_{\alpha}^{a}(r, s) \mathrm{d} r^{\alpha}
$$

for all $a=1, \ldots, p$. In these coordinates, the constraints are described by vectors $v^{i}=$ ( $v^{\alpha}, v^{a}$ ) satisfying $v^{a}+A_{\alpha}^{a} v^{\alpha}=0$ (a sum on repeated indices over their range is understood).

The equations of motion for the system are given by (2.1) where we choose variations $\delta q(t)$ that satisfy the constraints, i.e., $\omega^{a}(q) \delta q=0$, or equivalently, $\delta s^{a}+A_{\alpha}^{a} \delta r^{\alpha}=0$, where $\delta q^{i}=\left(\delta r^{\alpha}, \delta s^{a}\right)$. Substituting variations of this type, with $\delta r^{\alpha}$ arbitrary, into (2.1) gives

$$
\begin{equation*}
\left(\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial L}{\partial \dot{r}^{\alpha}}-\frac{\partial L}{\partial r^{\alpha}}\right)=A_{\alpha}^{a}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial L}{\partial \dot{s}^{a}}-\frac{\partial L}{\partial s^{a}}\right) \tag{2.2}
\end{equation*}
$$

for all $\alpha=1, \ldots, n-p$. Eqs. (2.2), combined with the constraint equations

$$
\begin{equation*}
\dot{s}^{a}=-A_{\alpha}^{a} \dot{r}^{\alpha} \tag{2.3}
\end{equation*}
$$

for all $a=1, \ldots, p$, give the complete equations of motion of the system.
A useful way of reformulating Eqs. (2.2) is to define a constrained Lagrangian by substituting the constraints (2.3) into the Lagrangian:

$$
L_{c}\left(r^{\alpha}, s^{a}, \dot{r}^{\alpha}\right):=L\left(r^{\alpha}, s^{a}, \dot{r}^{\alpha},-A_{\alpha}^{a}(r, s) \dot{r}^{\alpha}\right)
$$

The equations of motion can be written in terms of the constrained Lagrangian in the following way, as a direct coordinate calculation shows:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial L_{c}}{\partial \dot{r}^{\alpha}}-\frac{\partial L_{c}}{\partial r^{\alpha}}+A_{\alpha}^{a} \frac{\partial L_{c}}{\partial s^{a}}=-\frac{\partial L}{\partial \dot{s}^{b}} B_{\alpha \beta}^{b} \dot{r}^{\beta},
$$

where $B_{\alpha \beta}^{b}$ is defined by

$$
B_{\alpha \beta}^{b}=\left(\frac{\partial A_{\alpha}^{b}}{\partial r^{\beta}}-\frac{\partial A_{\beta}^{b}}{\partial r^{\alpha}}+A_{\alpha}^{a} \frac{\partial A_{\beta}^{b}}{\partial s^{a}}-A_{\beta}^{a} \frac{A_{\alpha}^{b}}{\partial s^{a}}\right)
$$

Geometrically, the $A_{\alpha}^{a}$ are the coordinate expressions for the Ehresmann connection on the tangent bundle defined by the constraints, while the $B_{\alpha \beta}^{b}$ are the corresponding curvature terms (see [3]).

### 2.2. Symmetries

As we shall see shortly, symmetries play an important role in our analysis. We begin here with just a few preliminary notions. Suppose we are given a nonholonomic system with Lagrangian $L: T Q \rightarrow \mathbb{R}$, and a (nonintegrable) constraint distribution $\mathcal{D}$. We can then look for a group $G$ that acts on the configuration space $Q$. It induces an action on the tangent space $T Q$ and so it makes sense to ask that the Lagrangian $L$ be invariant. Also, one can ask that the distribution be invariant in the sense that the action by a group element $g \in G$ maps the distribution $\mathcal{D}_{q}$ at the point $q \in Q$ to the distribution $\mathcal{D}_{g q}$ at the point $g q$. If these properties hold, we say that $G$ is a symmetry group.

### 2.3. The geometry of nonholonomic systems with symmetry

Consider a nonholonomic system with the Lagrangian $L: T Q \rightarrow \mathbb{R}$, the (nonintegrable) constraint distribution $\mathcal{D}$, and the symmetry group $G$ in the sense explained previously.

Orbits and shape space. The group orbit through a point $q$, an (immersed) submanifold, is denoted

$$
\operatorname{Orb}(q):=\{g q \mid g \in G\} .
$$

Let $\mathfrak{g}$ denote the Lie algebra of the Lie group $G$. For an element $\xi \in \mathfrak{g}$, we write $\xi_{Q}$, a vector field on $Q$ for the corresponding infinitesimal generator, so these are also the tangent spaces to the group orbits. Define, for each $q \in Q$, the vector subspace $\mathfrak{g}^{q}$ to be the set of Lie algebra elements in $\mathfrak{g}$ whose infinitesimal generators evaluated at $q$ lie in both $\mathcal{D}_{q}$ and $T_{q}(\operatorname{Orb}(q))$ :

$$
\mathfrak{g}^{q}:=\left\{\xi \in \mathfrak{g} \mid \xi_{Q}(q) \in \mathcal{D}_{q} \cap T_{q}(\operatorname{Orb}(q))\right\} .
$$

The corresponding bundle over $Q$ whose fiber at the point $q$ is given by $\mathfrak{g}^{q}$, is denoted by $\mathfrak{g}^{\mathcal{D}}$.

Reduced dynamics. Assuming that the Lagrangian and the constraint distribution are $G$-invariant, we can form the reduced velocity phase space $T Q / G$ and the reduced constraint space $\mathcal{D} / G$. The Lagrangian $L$ induces well defined functions, the reduced Lagrangian

$$
l: T Q / G \rightarrow \mathbb{R}
$$

satisfying $L=l \circ \pi_{T Q}$ where $\pi_{T Q}: T Q \rightarrow T Q / G$ is the projection, and the constrained reduced Lagrangian

$$
l_{c}: \mathcal{D} / G \rightarrow \mathbb{R}
$$

which satisfies $\left.L\right|_{\mathcal{D}}=l_{c} \circ \pi_{\mathcal{D}}$ where $\pi_{\mathcal{D}}: \mathcal{D} \rightarrow \mathcal{D} / G$ is the projection. By general considerations, the Lagrange-d'Alembert equations induce well defined reduced equations on $\mathcal{D} / G$,
i.e. the vector field on the manifold $\mathcal{D}$ determined by the Lagrange-d'Alembert equations (including the constraints) is $G$-invariant, and so defines a reduced vector field on the quotient manifold $\mathcal{D} / G$. Following [5], we call these equations the Lagrange-d'Alembert-Poincaré equations.

Let a local trivialization be chosen on the principle bundle $\pi: Q \rightarrow Q / G$, with a local representation having components denoted $(r, g)$. Let $r$, an element of shape space $Q / G$, have coordinates denoted $r^{\alpha}$, and let $g$ be group variables for the fiber, $G$. In such a representation, the action of $G$ is the left action of $G$ on the second factor. The coordinates $(r, g)$ induce the coordinates $(r, \dot{r}, \xi)$ on $T Q / G$, where $\xi=g^{-1} \dot{g}$. The Lagrangian $L$ is invariant under the left action of $G$ and so it depends on $g$ and $\dot{g}$ only through the combination $\xi=g^{-1} \dot{g}$. Thus the reduced Lagrangian $l$ is given by

$$
l(r, \dot{r}, \xi)=L(r, g, \dot{r}, \dot{g})
$$

Therefore, the full system of equations of motion consists of the following two groups:

1. The Lagrange-d'Alembert-Poincaré equation on $\mathcal{D} / G$ (see Theorem 2.2).
2. The reconstruction equation

$$
\dot{g}=g \xi
$$

The nonholonomic momentum in body representation. Choose a $q$-dependent basis $e_{a}(q)$ for the Lie algebra such that the first $m$ elements span the subspace $\mathfrak{g}^{q}$ in the following way. First, one chooses, for each $r$, such a basis at the identity element $g=$ Id, say

$$
e_{1}(r), e_{2}(r), \ldots, e_{m}(r), e_{m+1}(r), \ldots, e_{k}(r)
$$

For example, this could be a basis whose generators are orthonormal in the kinetic energy metric. Now define the body fixed basis by

$$
e_{a}(r, g)=\operatorname{Ad}_{g} e_{a}(r)
$$

then the first $m$ elements will indeed span the subspace $\mathfrak{g}^{q}$ since the distribution is invariant.
To avoid confusion, we will make the following index and summation conventions:

1. The first batch of indices range from 1 to $m$ corresponding to the symmetry directions along constraint space. These indices will be denoted $a, b, c, d, \ldots$ and a summation from 1 to $m$ will be understood.
2. The second batch of indices range from $m+1$ to $k$ corresponding to the symmetry directions not aligned with the constraints. Indices for this range or for the whole range 1 to $k$ will be denoted by $a^{\prime}, b^{\prime}, c^{\prime}, \ldots$ and the summations will be given explicitly.
3. The indices $\alpha, \beta, \ldots$ on the shape variables $r$ range from 1 to $\sigma$. Thus, $\sigma$ is the dimension of the shape space $Q / G$ and so $\sigma=n-k$. The summation convention for these indices will be understood.
Assume that the Lagrangian has the form kinetic energy minus potential energy, and that the constraints and the orbit directions span the entire tangent space to the configuration space:

$$
\mathcal{D}_{q}+T_{q}(\operatorname{Orb}(q))=T_{q} Q
$$

Then it is possible to introduce a new Lie algebra variable $\Omega$ called the body angular velocity such that

1. $\Omega=\mathcal{A} \dot{r}+\xi$, where the operator $\mathcal{A}$ is called the nonholonomic connection.
2. The constraints are given by $\Omega \in \operatorname{span}\left\{e_{1}(r), \ldots, e_{m}(r)\right\}$ or $\Omega^{m+1}=\cdots=\Omega^{k}=0$.
3. The reduced Lagrangian in the variables $(r, \dot{r}, \Omega)$ becomes

$$
\begin{align*}
\frac{1}{2} g_{\alpha \beta} \dot{r}^{\alpha} \dot{r}^{\beta} & +\frac{1}{2} I_{a c} \Omega^{a} \Omega^{c}+\sum_{a^{\prime}=m+1}^{k}\left(l_{a^{\prime} \alpha}-l_{a^{\prime} c^{\prime}} \mathcal{A}_{\alpha}^{c^{\prime}}\right) \Omega^{a^{\prime}} \dot{r}^{\alpha} \\
& +\frac{1}{2} \sum_{a^{\prime}, c^{\prime}=m+1}^{k} l_{a^{\prime} c^{\prime}} \Omega^{a^{\prime}} \Omega^{c^{\prime}}-V \tag{2.4}
\end{align*}
$$

In the above, $g_{\alpha \beta}$ are coefficients of the kinetic energy metric induced on the manifold $Q / G, I_{a c}$ are components of the locked inertia tensor relative to $\mathfrak{g}^{\mathcal{D}}, \mathbb{I}(q): \mathfrak{g}^{\mathcal{D}} \rightarrow\left(\mathfrak{g}^{\mathcal{D}}\right)^{*}$ defined by

$$
\langle\mathbb{I}(q) \xi, \eta\rangle=\left\langle\left\langle\xi_{Q}, \eta_{Q}\right\rangle\right\rangle, \quad \xi, \eta \in \mathfrak{g}^{q}
$$

where $\langle\langle\cdot, \cdot\rangle\rangle$ is the kinetic energy metric, and

$$
l_{a^{\prime} \alpha}=\frac{\partial^{2} l}{\partial \xi^{a^{\prime}} \partial \dot{r}^{\alpha}}, \quad l_{a^{\prime} c^{\prime}}=\frac{\partial^{2} l}{\partial \xi^{a^{\prime}} \partial \xi^{c^{\prime}}}
$$

We remark that this choice of $\Omega$ eliminates the terms proportional to $\Omega^{a} \dot{r}^{\alpha}$ and $\Omega^{a} \Omega^{a^{\prime}}$ in (2.4). The constrained reduced Lagrangian becomes especially simple in variables ( $r, \dot{r}, \Omega$ ):

$$
l_{c}=\frac{1}{2} g_{\alpha \beta} \dot{r}^{\alpha} \dot{r}^{\beta}+\frac{1}{2} I_{a c} \Omega^{a} \Omega^{c}-V
$$

The nonholonomic momentum in body representation is defined by

$$
p_{a}=\frac{\partial l}{\partial \Omega^{a}}=\frac{\partial l_{c}}{\partial \Omega^{a}}
$$

Notice that the nonholonomic momentum may be viewed as a collection of components of the ordinary momentum map along the constraint directions.

The Lagrange-d'Alembert-Poincaré equations. As in [3], the reduced equations of motion are given by the next theorem.

Theorem 2.2. Thefollowing nonholonomic Lagrange-d'Alembert-Poincaré equations hold for each $1 \leq \alpha \leq \sigma$ and $1 \leq b \leq m$ :

$$
\begin{align*}
\begin{aligned}
\mathrm{d} t & \frac{\partial l_{c}}{\partial \dot{r}^{\alpha}}-\frac{\partial l_{c}}{\partial r^{\alpha}}= \\
& -\frac{\partial I^{c d}}{\partial r^{\alpha}} p_{c} p_{d}-\mathcal{D}_{b \alpha}^{c} I^{b d} p_{c} p_{d}-\mathcal{B}_{\alpha \beta}^{c} p_{c} \dot{r}^{\beta}-\mathcal{D}_{\beta \alpha b} I^{b c} p_{c} \dot{r}^{\beta} \\
& \quad-\mathcal{K}_{\alpha \beta \gamma} \dot{r}^{\beta} \dot{r}^{\gamma}
\end{aligned} \\
\begin{aligned}
& \mathrm{d} \\
& \mathrm{~d} t p_{b}
\end{aligned}=C_{a b}^{c} I^{a d} p_{c} p_{d}+\mathcal{D}_{b \alpha}^{c} p_{c} \dot{r}^{\alpha}+\mathcal{D}_{\alpha \beta b} \dot{r}^{\alpha} \dot{r}^{\beta} \tag{2.5}
\end{align*}
$$

Here $l_{c}\left(r^{\alpha}, \dot{r}^{\alpha}, p_{a}\right)$ is the constrained Lagrangian; $r^{\alpha}, 1 \leq \alpha \leq \sigma$, are coordinates in the shape space; $p_{a}, 1 \leq a \leq m$, are components of the momentum map in the body
representation; $I^{\text {ad }}$ are the components of the inverse locked inertia tensor; $\mathcal{B}_{\alpha \beta}^{a}$ are the local coordinates of the curvature $\mathcal{B}$ of the nonholonomic connection $\mathcal{A}$; the coefficients $\mathcal{D}_{b \alpha}^{c}, \mathcal{D}_{\alpha \beta b}, \mathcal{K}_{\alpha \beta \gamma}$ are given by the formulae

$$
\begin{aligned}
& \mathcal{D}_{b \alpha}^{c}=\sum_{a^{\prime}=1}^{k}-C_{a^{\prime} b}^{c} \mathcal{A}_{\alpha}^{a^{\prime}}+\gamma_{b \alpha}^{c}+\sum_{a^{\prime}=m+1}^{k} \lambda_{a^{\prime} \alpha} C_{a b}^{a^{\prime}} I^{a c}, \\
& \mathcal{D}_{\alpha \beta b}=\sum_{a^{\prime}=m+1}^{k} \lambda_{a^{\prime} \alpha}\left(\gamma_{b \beta}^{a^{\prime}}-\sum_{b^{\prime}=1}^{k} C_{b^{\prime} b}^{a^{\prime}} \mathcal{A}_{\beta}^{b^{\prime}}\right), \quad \mathcal{K}_{\alpha \beta \gamma}=\sum_{a^{\prime}=1}^{k} \lambda_{a^{\prime} \gamma} \mathcal{B}_{\alpha \beta}^{a^{\prime}},
\end{aligned}
$$

where

$$
\lambda_{a^{\prime} \alpha}=l_{a^{\prime} \alpha}-\sum_{b^{\prime}=1}^{k} l_{a^{\prime} b^{\prime}} \mathcal{A}_{\alpha}^{b^{\prime}}:=\frac{\partial l}{\partial \xi^{a^{\prime}} \partial \dot{r}^{\alpha}}-\sum_{b^{\prime}=1}^{k} \frac{\partial l}{\partial \xi^{a^{\prime}} \partial \xi^{b^{\prime}}} \mathcal{A}_{\alpha}^{b^{\prime}}
$$

for $a^{\prime}=m+1, \ldots, k$. Here $C_{a^{\prime} c^{\prime}}^{b^{\prime}}$ are the structure constants of the Lie algebra defined by $\left[e_{a^{\prime}}, e_{c^{\prime}}\right]=C_{a^{\prime} c^{\prime}}^{b^{\prime}} e_{b^{\prime}}, a^{\prime}, b^{\prime}, c^{\prime}=1, \ldots, k$; the coefficients $\gamma_{b \alpha}^{c^{\prime}}$ are defined by

$$
\frac{\partial e_{b}}{\partial r^{\alpha}}=\sum_{c^{\prime}=1}^{k} \gamma_{b \alpha}^{c^{\prime}} e_{c^{\prime}}
$$

We shall discuss in detail the nonholonomic system of interest here, the Suslov problem, after a general discussion of relative equilibria and reconstruction theory.

## 3. Relative equilibria and relative periodic orbits

In this section we discuss how the relative equilibria and relative periodic orbits of flows with symmetries are related to maximal tori of the symmetry group. We follow the exposition of [1].

Consider a vector field $X(x)$ on a manifold $M$. Let $G$ be a Lie group acting on the manifold $M$. For simplicity we assume that the orbit space $M / G$ is a smooth manifold. Suppose that the vector field $X(x)$ is $G$-invariant, and that the flow $F_{t}: M \rightarrow M$ of this vector field is complete. The flow $F_{t}$ induces a reduced flow $\phi_{t}: M / G \rightarrow M / G, \phi_{t}=\pi \circ F_{t}$, where $\pi: M \rightarrow M / G$ is the projection. We have the following definition [13]:

Definition 3.1. An orbit $\gamma(t)$ is called a relative equilibrium (a relative periodic orbit) if the orbit $\pi \circ \gamma(t)$ of the reduced flow is an equilibrium (a periodic orbit).

Remark. All orbits $\gamma(t)$ generated by the same relative equilibrium (relative periodic orbit) belong to the same group orbit

$$
\operatorname{Orb}(\pi \circ \gamma(t))=\{\operatorname{Orb}(x) \mid x \in \pi \circ \gamma(t)\}
$$

which sometimes is also referred to as a relative equilibrium (relative periodic orbit respectively) (see [1]).

Suppose that the group $G$ is connected. The following two theorems from [1] explain what the reconstructed relative equilibria and relative periodic orbits are. Similar results may be found in [7,11,13].

Theorem 3.2 (Ashwin and Melbourne [1]). Suppose that the relative equilibrium $x_{e}$ has isotropy subgroup $\Sigma$. Then the group orbit through $x_{e}$ isfoliated by tori $T^{p}, p \leq \operatorname{rank}(N(\Sigma) /$ $\Sigma)$, or by copies of $\mathbb{R}$.

In this theorem, $N(\Sigma)$ denotes the normalizer of $\Sigma$. Next, consider a system with a relative periodic orbit $\gamma(t)$. Let $x_{0}=\gamma(0)$ and let $\Sigma$ be the isotropy of $x_{0}$.

Theorem 3.3 (Ashwin and Melbourne [1]). A group orbit through the relative periodic orbit is foliated by tori $T^{p}, \quad p \leq \operatorname{rank}(N(\Sigma) / \Sigma)+1$, with irrational tori flow or by copies of $\mathbb{R}$ with unbounded linear flow.

In the above theorems, the upper bound for the dimension of the invariant tori is attained generically. If the isotropy $\Sigma$ is a trivial subgroup of $G$, then $p \leq \operatorname{rank} G$ ( $p \leq \operatorname{rank} G+1$, respectively).

## 4. Relative quasi-periodic orbits

In this section we discuss the reconstruction process applied to relative quasi-periodic orbits.

Systems with quasi-periodic reduced dynamics. Suppose that the reduced flow of the mechanical system with symmetry group $G$ is quasi-periodic, i.e. the reduced phase space is foliated by $m$-dimensional tori and the flow on these tori is

$$
\dot{\phi}_{1}=\omega_{1}, \ldots, \dot{\phi}_{m}=\omega_{m}
$$

where the frequencies $\omega_{j}$ are incommensurate (i.e. are not rationally related). In this case the Lie algebra element $\xi(t)$ in the reconstruction equation

$$
\begin{equation*}
\dot{g}=g \xi(t) \tag{4.1}
\end{equation*}
$$

is a quasi-periodic function, i.e.

$$
\xi(t)=\Xi\left(\omega_{1} t, \ldots, \omega_{m} t\right)
$$

for an appropriate function $\Xi: T^{m} \rightarrow \mathfrak{g}$. If the symmetry group is abelian (and compact), then this equation is explicitly solvable and the generic motion is quasi-periodic on $(m+$ $\operatorname{dim} G)$-dimensional tori.

Suppose that the reconstruction equation is reducible, i.e. there exists a substitution $g=$ $h a(t)$, where $a(t)$ is a quasi-periodic group element such that the Lie algebra element

$$
\eta=a(t) \xi(t) a^{-1}(t)-\dot{a}(t) a^{-1}(t)
$$

is time-independent.

Theorem 4.1. If the reconstruction equation is reducible, then the trajectories $(r(t), g(t))$ of the original system are quasi-periodic.

Proof. The reconstruction equation after the substitution $g=h a(t)$ becomes

$$
\dot{h}=h \eta .
$$

Since $\eta$ is a fixed Lie algebra element, the solutions $h(t)=h_{0} \exp (t \eta)$ are quasi-periodic. By Theorem 3.2 for a generic $\eta, \overline{h(t)}$ is a $\operatorname{rank}(N(\Sigma) / \Sigma)$-dimensional torus. The corresponding trajectory of the system $(r(t), g(t))$ is thus quasi-periodic. Generically, it has (rank $(N(\Sigma) / \Sigma)+m)$ frequencies, where $m$ is the number of frequencies of the quasi-periodic Lie algebra element $\xi(t)$. If the group $G$ acts on the phase space without fixed points, then the trajectory $(r(t), g(t))$ has (rank $G+m)$ frequencies.

The main question therefore is whether the equation $\dot{g}=g \xi(t)$ is reducible. Suppose that the group $G$ is a matrix group, then Eq. (4.1) is reducible if and only if the linear system of differential equations

$$
\dot{x}=\xi^{\mathrm{T}}(t) x
$$

is reducible.
Quasi-periodic Floquet theory. Consider a system of linear differential equations

$$
\begin{equation*}
\dot{x}=A(t) x \tag{4.2}
\end{equation*}
$$

If the matrix $A(t)$ is periodic, then the Floquet theory states that Eq. (4.2) is reducible. This means that there exists a periodic linear substitution $x=C(t) y$ such that Eq. (4.2) becomes

$$
\dot{y}=B y
$$

where $B=C^{-1}(t) A(t) C(t)-C^{-1}(t) \dot{C}(t)$ is a constant matrix.
However, if the matrix $A(t)$ is quasi-periodic, system (4.2) may be irreducible (see [9] and references therein). We remark here that the conditions for reducibility are either "nonconstructive" (like those of [9]), or too restrictive. For instance, the reducibility conditions in [4] require that the eigenvalues of the constant part of the matrix $A$ satisfy certain conditions. These conditions do not hold for many interesting mechanical examples, such as the Suslov problem.

Effective reducibility. The following theorem (see [8]) states that the quasi-periodic part of the matrix $A(t)$ can be made exponentially small. As before, $\omega_{1}, \ldots, \omega_{m}$ are the frequencies of the quasi-periodic matrix.

Theorem 4.2. Consider the equation $\dot{x}=(A+\varepsilon Q(t, \varepsilon)) x,|\varepsilon|<\varepsilon_{0}, x \in \mathbb{R}^{d}$, where we have the following hypotheses:

1. A is a constant $d \times d$ matrix with distinct eigenvalues $\lambda_{1}, \ldots, \lambda_{d}$.
2. $Q(t, \varepsilon)$ is an analytic quasi-periodic matrix on a strip of width $\rho$ with $\|Q(\cdot, \varepsilon)\|_{\rho} \leq q$ for all $|\varepsilon| \leq \varepsilon_{0}$, for some $\omega \in \mathbb{R}^{m}$, where $q, \rho>0$.
3. The vector $\omega$ satisfies the diophantine conditions

$$
\left|\lambda_{j}-\lambda_{l}+\mathrm{i}(k, \omega)\right| \geq \frac{c}{|k|^{\gamma}}
$$

for any $k \in \mathbb{Z}^{m} \backslash 0$ and for any $j, l \in\{1, \ldots, d\}$ for some constants $c>0$ and $\gamma>m-1$. As usual, $|k|=\left|k_{1}\right|+\cdots+\left|k_{m}\right|$.
Then there exist positive constants $\varepsilon^{*}, a^{*}, r^{*}$, and $\mu$ such that for all $\varepsilon,|\varepsilon| \leq \varepsilon^{*}$, the initial equation can be transformed into

$$
\dot{y}=\left(A^{*}(\varepsilon)+\varepsilon R^{*}(t, \varepsilon)\right) y,
$$

where

1. $A^{*}$ is a constant matrix with $\left|A^{*}(\varepsilon)-A\right|_{\infty} \leq a^{*}|\varepsilon|$ and
2. $R^{*}(\cdot, \varepsilon)$ is an analytic quasi-periodic function on a strip of width $\rho$ with $\left\|R^{*}(\cdot, \varepsilon)\right\|_{\rho} \leq$ $r^{*} \exp \left(-(\mu /|\varepsilon|)^{1 / \gamma} \delta\right)$ for any $\delta \in(0, \rho]$.
Furthermore, the quasi-periodic change of variables that performs this transformation is also analytic on a strip of width $\rho$.

So, if $\xi(t)=A+\varepsilon Q(t, \varepsilon)$, then the reconstruction equation reduces to

$$
\dot{h}=h\left(A^{*}(\varepsilon)+\varepsilon R^{*}\right)
$$

with an exponentially small quasi-periodic term. Therefore, the flow determined by the reconstruction equation may be approximated by a quasi-periodic flow on a time interval of length $\sim \exp (1 / \varepsilon)$. We remark that this is a considerably longer time span than the time span of order $1 / \varepsilon$ that would be expected from standard perturbation theory arguments.

In the example below (the Suslov problem), the constant matrix $A$ has multiple zero eigenvalues. Theorem 4.2 is valid for multiple eigenvalues too, but the exponent of $\varepsilon$ in the expression for $R^{*}$ is slightly worse (see [8]).

## 5. The Suslov problem

In this section we study the constrained dynamics of the Euler top. The constraints require that some of the components of the body angular velocity are equal to zero.

### 5.1. The classical Suslov problem

The Suslov problem is an Euler top with a nonholonomic constraint $\langle a, \Omega\rangle=0$, where $\Omega$ is the body angular velocity and $a$ is a vector fixed in body. Here $\langle\cdot, \cdot\rangle$ stands for the standard metric in $\mathbb{R}^{3}$. The configuration space of this system is the group $S O$ (3). The Lagrangian (the kinetic energy) and the constraint are invariant under the left action of $S O(3)$ on the configuration space.

The Suslov problem belongs to a class of nonholonomic systems with no shape space. The Lagrange-d'Alembert-Poincaré equations (see Theorem 2.2) for such systems reduce to the momentum equation

$$
\begin{equation*}
\dot{p}_{b}=C_{a b}^{c} I^{a d} p_{c} p_{d} \tag{5.1}
\end{equation*}
$$

where $p_{a}$ are the components of the nonholonomic momentum relative to the body frame, $I^{a d}$ are the components of the inverse inertia tensor, and $C_{a b}^{c}$ are the structure constants of $\mathfrak{g}$. Eq. (5.1) are not in general Euler-Poincaré equations because the subspace $\mathfrak{g}^{\mathcal{D}}=$ $\{\Omega \mid\langle a, \Omega\rangle=0\}$ is not necessarily a subalgebra. Instead, we may view (5.1) as Euler-Poincaré equations restricted to a subspace $\left(\mathfrak{g}^{\mathcal{D}}\right)^{*}$ of the Lie coalgebra $\mathfrak{g}^{*}$. Following Fedorov and Kozlov we call these the Euler-Poincaré-Suslov equations.

Choose $e_{3}=a /|a|$ as the third vector of the body frame. Then the constraint becomes $\Omega^{3}=0$. Pick two independent vectors $e_{1}$ and $e_{2}$ that are orthogonal to $e_{3}$ in the kinetic energy metric. These vectors $e_{1}, e_{2}$, and $e_{3}$ are not orthogonal relative to the standard metric in $s o(3)=\mathbb{R}^{3}$ unless $e_{3}$ spans an eigenspace of the inertia tensor. Consequently, the structure constants $C_{12}^{1}$ and $C_{12}^{2}$ are not necessarily equal to zero. In the frame $e_{1}, e_{2}, e_{3}$ the components $I_{13}$ and $I_{23}$ of the inertia tensor are equal to zero. Therefore

$$
p_{3}=\frac{\partial l_{c}}{\partial \Omega^{3}}=I_{33} \Omega^{3}=0
$$

and Eqs. (5.1) become

$$
\begin{align*}
& \dot{p}_{1}=\left(C_{21}^{1} p_{1}+C_{21}^{2} p_{2}\right)\left(I^{12} p_{1}+I^{22} p_{2}\right),  \tag{5.2}\\
& \dot{p}_{2}=\left(C_{12}^{1} p_{1}+C_{12}^{2} p_{2}\right)\left(I^{11} p_{1}+I^{12} p_{2}\right) . \tag{5.3}
\end{align*}
$$

These equation are equivalent to the equations in [6].
It is known that Eqs. (5.2) and (5.3) are not integrable unless $e_{3}$ is an eigenvector of the locked inertia tensor (see [10] for details). In this last case $\mathbb{I} e_{3}=I_{3} e_{3}$ and we may choose the two remaining eigenvectors to be $e_{1}$ and $e_{2}$ as defined above, so that the basis $e_{1}, e_{2}, e_{3}$ is orthogonal with respect to both the standard and the kinetic energy metrics. In this basis, $C_{12}^{1}=C_{12}^{2}=0$. Hence in the integrable case Eqs. (5.2) and (5.3) become

$$
\dot{p}_{1}=0, \quad \dot{p}_{2}=0
$$

Thus all the solutions of the reduced system are relative equilibria. By Theorem 3.2, almost all reconstructed motions of the classical Suslov problem are periodic because the rank of the group $S O(3)$ is equal to one.

### 5.2. The n-dimensional Suslov problem

Fedorov and Kozlov [6] considers an $n$-dimensional Suslov problem, i.e. they consider the motion of an $n$-dimensional rigid body with a diagonal inertia tensor $I_{i j}=\delta_{i j} I_{j}$, $I_{1}>I_{2}>\cdots>I_{n}$, subject to the constraints $\Omega_{i j}=0, i, j>2$, where $\Omega \in \operatorname{so}(n)$ is the body angular velocity. This system is $S O(n)$-invariant, where the group $S O(n)$ acts on the configuration space by left shifts.

Integrability of the reduced flow. Fedorov and Kozlov [6] prove that the reduced system on so( $n$ ) has $n-1$ quadratic integrals

$$
F_{0}(\Omega)=h / 2, \quad F_{1}(\Omega)=c_{1}, \ldots, F_{n-2}(\Omega)=c_{n-2}
$$

where $F_{0}(\Omega)$ is the positive-definite energy integral. The common level surface of these integrals is diffeomorphic to the disjoint union of ( $n-2$ )-dimensional tori if $h, c_{1}, \ldots, c_{n-2}$ are all positive and satisfy the condition

$$
\begin{equation*}
\frac{c_{1}}{I_{2}-I_{3}}+\cdots+\frac{c_{n-2}}{I_{2}-I_{n}}<h . \tag{5.4}
\end{equation*}
$$

The flow on these tori in the appropriate angular coordinates is governed by the equations

$$
\begin{equation*}
\frac{\mathrm{d} \phi_{1}}{\mathrm{~d} \tau}=\omega_{1}, \quad \ldots, \quad \frac{\mathrm{~d} \phi_{n-2}}{\mathrm{~d} \tau}=\omega_{n-2}, \tag{5.5}
\end{equation*}
$$

where $\tau$ is a new independent variable introduced by $\mathrm{d} \tau=\Omega_{12} \mathrm{~d} t$. The solutions of Eqs. (5.5) are quasi-periodic motions on tori. The reduced Suslov problem is therefore integrable. The frequencies $\omega_{1}, \ldots, \omega_{n-2}$ are the same for all the tori and depend only on the values of $I_{1}, \ldots, I_{n}$. Explicitly,

$$
\omega_{s}=\sqrt{f\left(I_{s+2}\right)}, \quad f(z)=\frac{\left(I_{1}-z\right)\left(I_{2}-z\right)}{\left(I_{1}+z\right)\left(I_{2}+z\right)} .
$$

The function $f(z)$ is decreasing on the interval $\left[0, I_{2}\right]$ and takes values between 0 and 1 . Therefore the set of $\left(I_{1}, \ldots, I_{n}\right)$ for which the diophantine conditions (5.7) fail is of zero measure.

The nonzero components of the body angular velocity are

$$
\begin{aligned}
\Omega_{12} & =\frac{1}{I_{1}+I_{2}} \sqrt{h-\sum_{s=1}^{n-2}\left(\frac{c_{s}}{I_{2}-I_{s+2}} \sin ^{2} \phi_{s}+\frac{c_{s}}{I_{1}-I_{s+2}} \cos ^{2} \phi_{s}\right)}, \\
\Omega_{1, s+2} & =\sqrt{\frac{c_{s}}{\left(I_{1}+I_{s+2}\right)\left(I_{2}-I_{s+2}\right)}} \sin \phi_{s}, \\
\Omega_{2, s+2} & =\sqrt{\frac{c_{s}}{\left(I_{2}+I_{s+2}\right)\left(I_{1}-I_{s+2}\right)}} \cos \phi_{s} .
\end{aligned}
$$

If the trajectories are closed (periodic) on one torus, then they are closed on the rest of the tori as well. If all the trajectories are closed, we can view the reduced dynamics as a collection of relative periodic orbits organized in invariant $(n-2)$-dimensional tori. By Theorem 3.3 each relative periodic orbit gives rise to the ( $r+1$ )-dimensional quasi-periodic invariant torus in $\mathcal{D}$. Here $r \leq \operatorname{rank}(S O(n))$. Since the relative periodic orbits are organized in $(n-2)$-dimensional tori, the invariant manifolds are ( $r+n-2$ )-dimensional tori foliated by quasi-periodic $(r+1)$-dimensional tori.

Quasi-periodic reconstruction. Assume that the conditions given in the previous paragraph hold. Then the reduced dynamics is quasi-periodic on $(n-2)$-dimensional tori in the Lie algebra $s o(n)$. The equations of motion of the Suslov problem consist of the reduced system on the algebra so( $n$ ) (this system is integrable) coupled with the reconstruction equation $\dot{g}=g \Omega$. Recall that the frequencies $\omega_{1}, \ldots, \omega_{n-2}$ are completely determined by the inertia tensor and are the same for all invariant tori of the reduced system.

To see what the motions in the full phase space are, we need to perform the reconstruction, i.e. to solve the equation

$$
\dot{g}=g \Omega(t) .
$$

The solutions of the reduced system become simpler if we introduce a new independent variable $\tau$ by $\mathrm{d} \tau=\Omega_{12} \mathrm{~d} t$. The reconstruction equation becomes

$$
\begin{equation*}
\frac{\mathrm{d} g}{\mathrm{~d} \tau}=g \xi(\tau) \tag{5.6}
\end{equation*}
$$

where $\xi$ is a skew-symmetric matrix with components

$$
\xi_{i j}=\frac{\Omega_{i j}}{\Omega_{12}} .
$$

In particular, $\xi_{12}=-\xi_{21}=1$. Since $\Omega_{i j}$ are quasi-periodic functions of $\tau$, the matrix $\xi(\tau)$ is quasi-periodic (with frequencies $\omega_{1}, \ldots, \omega_{n-2}$ ).

Reducibility of the reconstruction equation and symmetries. Here we discuss reducibility of the reconstruction Eq. (5.6) and symmetries of the generalized Suslov problem. Since the reduced flow, given by Eq. (5.5), is quasi-periodic, the reduced Suslov problem is $T^{(n-2)}$-invariant. The action is given by

$$
T^{(n-2)} \ni\left(\alpha_{1}, \ldots, \alpha_{n-2}\right) \mapsto\left(\phi_{1}+\alpha_{1}, \ldots, \phi_{n-2}+\alpha_{n-2}\right) .
$$

Theorem 5.1. The reconstruction equation (5.6) is reducible iff the Suslov problem is $S O(n) \times T^{(n-2)}$-invariant.

Proof. Recall that the equations of motion are

$$
\frac{\mathrm{d} F}{\mathrm{~d} \tau}=0, \quad \frac{\mathrm{~d} \phi}{\mathrm{~d} \tau}=\omega, \quad \frac{\mathrm{d} g}{\mathrm{~d} \tau}=g \xi(\tau),
$$

where $F=\left(F_{0}, \ldots, F_{n-2}\right)$ are the integrals of the reduced Suslov problem. If this system is $S O(n) \times T^{(n-2)}$-invariant, then the reduced dynamics consists of relative equilibria $F=$ const. The reconstructed motions are therefore quasi-periodic. Since the group $S O(n)$ acts on itself without fixed points, generic reconstructed motions are represented by the flow on the maximal tori of $S O(n) \times T^{(n-2)}$. The dimension of these tori equals rank $(S O(n))+$ $(n-2)$. In particular, there exist coordinates on $S O(n) \times T^{(n-2)}$ in which the $S O(n) \times$ $T^{(n-2)}$-reconstruction equations are

$$
\frac{\mathrm{d} \phi}{\mathrm{~d} \tau}=\omega, \quad \frac{\mathrm{d} h}{\mathrm{~d} \tau}=h \xi,
$$

where $\xi$ is a fixed element of so(n). Thus, the $S O(n)$-reconstruction equation is reducible.
Suppose now that the equation

$$
\frac{\mathrm{d} g}{\mathrm{~d} \tau}=g \xi(\tau)
$$

is reducible. Then we can choose new coordinates $h$ on the group $S O(n)$ such that the reconstruction equation becomes

$$
\frac{\mathrm{d} h}{\mathrm{~d} \tau}=h \xi, \quad \xi=\text { const. }
$$

The equations of motion thus become

$$
\frac{\mathrm{d} F}{\mathrm{~d} \tau}=0, \quad \frac{\mathrm{~d} \phi}{\mathrm{~d} \tau}=\omega, \quad \frac{\mathrm{d} h}{\mathrm{~d} \tau}=h \xi
$$

These equations are $S O(n) \times T^{(n-2)}$-invariant.
Remark. Of course the inertia tensor contains the complete information about the dynamics of the Suslov problem. In particular, it determines in principle the $\operatorname{SO}(n) \times T^{(n-2)}$ invariance/reducibility of the reconstruction equation. However, there are no adequate methods that allow one to tell when this reducibility occurs. To work around this difficulty we use below the effective reducibility approach. It is interesting to notice that the presence of the symplectic structure in the theory of the unconstrained rigid body allows one to construct a bigger symmetry group and to establish reducibility of the reconstruction equation. The reduced dynamics consists of the relative equilibria only. This is why the unconstrained n-dimensional rigid body is an integrable system. See [14], and for example, [2] for details and theory of noncommutative integrability. The absence of a symplectic structure and a suitable notion of commuting integrals in nonholonomic mechanics prevent us from showing that the Suslov problem is $\mathrm{SO}(n) \times T^{(n-2)}$-invariant.

Effective reducibility and reconstruction. We consider two cases when the effective reducibility approach may be used.

Case 1. Here we consider the motions with one dominant component of the angular velocity. Put $c_{s}=\varepsilon b_{s}, s=1, \ldots, n-2$. In this case $\left|\Omega_{l, s+2}\right| \ll\left|\Omega_{12}\right|, l=1,2, s=1, \ldots, n-2$. Then the reconstruction equation takes the form

$$
\frac{\mathrm{d} g}{\mathrm{~d} \tau}=g(A+\varepsilon Q(\tau, \varepsilon))
$$

where $A$ is a constant skew-symmetric matrix with entries $A_{12}=-A_{21}=1$ and $A_{i j}=0$ for all other pairs of indices $i$ and $j$. Assume that the following diophantine conditions hold for some constants $c>0$ and $\gamma>n-3$ :

$$
\begin{equation*}
|l+\mathrm{i}(k, \omega)| \geq \frac{c}{|k|^{\gamma}}, \quad l=0,1,2 . \tag{5.7}
\end{equation*}
$$

As we mentioned before, this is true for a generic inertia tensor. Even if the reconstruction equation is not reducible, we can apply Theorem 4.2. Condition 2 of this theorem follows from (5.4). We conclude thus that the trajectories of the Suslov problem may be approximated by quasi-periodic curves on the time interval of length $\sim \exp (1 / \varepsilon)$.

Case 2. Now consider the case when $c_{s}=\varepsilon b_{s}, s=2, \ldots, n-2$, i.e. we have motions with three dominant components, $\Omega_{12}, \Omega_{13}$, and $\Omega_{23}$, of the angular velocity. Then the reconstruction equation is of the form

$$
\frac{\mathrm{d} g}{\mathrm{~d} \tau}=g(B(t)+\varepsilon Q(\tau, \varepsilon))
$$

where $B(t)$ is a $2 \pi / \omega_{1}$-periodic function and $Q(\tau, \varepsilon)$ is a quasi-periodic function. We first find a periodic substitution $k=g a(t)$ which transforms the equation $\mathrm{d} g / \mathrm{d} \tau=g B(t)$ into $\mathrm{d} k / \mathrm{d} \tau=k B$. The reconstruction equation thus becomes

$$
\frac{\mathrm{d} k}{\mathrm{~d} \tau}=k(B+\varepsilon \tilde{Q}(\tau, \varepsilon)), \quad B=\text { const. }
$$

Assume that the appropriate diophantine conditions hold. Then, as above, we find a quasiperiodic substitution $h=k b(t)$ which makes quasi-periodic terms in the reconstruction equation exponentially small in $\varepsilon$. Thus, in the case of three dominant components of the angular velocity we observe the same behavior as in the case of one dominant component. Summarizing, we have:

Theorem 5.2. Consider the n-dimensional Suslov problem with quasi-periodic reduced flow. In the case of one or three dominant components of the angular velocity, the dynamics of the n-dimensional Suslov problem may be approximated by quasi-periodic dynamics on the time interval of length $\sim \exp (1 / \varepsilon)$.
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